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Spallation sources
SNS, ORNL!
     16 instruments operating!
       3 in commissioning!
       1 under consideration!
       4 uncommitted beam lines!
!
source:!
     1.5 x 1014 protons/pulse @ 1.4 MW!
     1 GeV proton energy!
     695 ns proton pulse length!
  ~ 10 µs neutron pulse length!
     60 Hz!
!
recent operations: 1.3 MW!
!
Priority: build Second Target Station!
     10 Hz!
     optimized for large λ neutrons!
     short pulse 

J-PARC MLF    0.3 MW!
!
ISIS                  0.2 MW!
!
ESS      planned: 5 MW!
             long pulse



Opportunity: Time-dependent scattering

• Match intensity and timing of pulses to sample requirements!

• Example: high, pulsed magnetic fields, > 30 T!

• Science: !
Phase transitions in magnetic systems!
Superconductivity!

• Suppress SC order, induce competing order!
!

• Neutron energy: 10-100 meV!
Requires moderated beam, low background



Current magnet capabilities

• 17 T dc vertical field (ILL, HZB)!

• 17 T dc horizontal field (U. Birmingham)!

• 25 T dc horizontal field (HZB+HFML, under construction)!

• 30 T pulsed (SNS, ILL)



30-T pulsed field magnet
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FIG. 5. (Color online) (a) Field profiles for different values of the charging
voltage. For the highest field profile with an extended decay is also shown.
(b) ICoil-V relationship. (c) Minimum time interval between field pulses with
BPeak.

oscilloscope (DSO), and a multi-channel scaler (MCS) from
Stanford Research Systems. A Hall probe from AREPOC
S.R.O., Slovakia was axially aligned inside the bore in order
to measure the magnetic fields directly for different charg-
ing voltages while the current through the coil was measured
using a high-precision current transformer (Pearson Model
1423).

A set of typical data of transients such as current through
the coil (ICoil), central field value, etc., during field pulse
captured using the DSO is displayed in Fig. 4. With 40 kJ
(3000 V) and the capacitor bank configured to half-sine
mode a peak field of above 29 T (corresponding peak cur-
rent ∼10.6 kA) at the bore center is generated. The start of
the field pulse as indicated by dI/dt occurs at a fixed delay
with respect to the TTL trigger pulse. A set of current pulses
were recorded as a function of charging voltage of the ca-
pacitor bank as shown in Fig. 5. The peak current shows a
linear behavior with charging voltage. These data allow the
determination of the ICoil-V relationship for our system and
a coil constant of ∼2.75 T/kA. Since measured field values
using the Hall probe are uniquely determined by the current,
field values can be inferred from measured currents without
the need for a Hall probe (or a pick-up coil) during the exper-
iment. We note that the coil has been engineered to withstand
fields up to 55 T, which is well above the maximum obtain-
able field using 40 kJ. So, one can expect the coil to have a
very long life for routine operations at or below 30 T.

To determine the minimum time needed for the coil to
cool down after a pulse, we have systematically generated

pulses at a fixed charging voltage and varied intervals be-
tween successive pulses. By comparing the peak current and
pulse shape we determined the minimum cool down time for
a given charging voltage. These measurements yielded a rep-
etition rate curve which is shown in Fig. 5. The wait time
increases quadratically with peak magnetic field with a min-
imum of ∼7 min for ∼30 T. A quadratic behavior implies
Joule heating which scales with the RI2, where I is the cur-
rent through the coil and R is the total resistance including
∼25 m! of the coil at LN2 temperature.

D. Jahn-Teller effects in TbVO4

In order to demonstrate the use of the pulsed magnet in-
strument, we have performed diffraction studies of field ef-
fects on JT distortions in TbVO4 compound.11, 12 Flux-grown
crystals were ground into a fine powder. The powder was
mixed with GE varnish in a circular groove on a thin sap-
phire plate attached to the end of the sample mount (Fig. 3).
X-ray diffraction studies were carried out on the APS 6-ID-
B beamline. A Si(111) monochromator was substantially de-
tuned in order to select 30 keV photons and suppress higher-
order harmonics in the beam. Ideally, one would collect
time-resolved diffraction patterns to observe the entire field
dependence within a few milliseconds similar to measure-
ments on Tb2Ti2O7 using fast (capable of a full-frame readout
at or above 20 kHz) strip detectors.35 However, large two-
dimensional detectors with such a fast read-out time suitable
for collecting powder-diffraction data are not available. We
have used an image plate (MAR345) for collecting diffrac-
tion data. A pair of fast shutters were synchronized so that
the detector was only exposed for ∼1 ms with the exposure
centered on the peak of the pulsed field (Fig. 6, left panels).36

Each shutter has a 6 mm diameter aperture with a minimum
exposure time of >5 ms. However, two of them are synchro-
nized so that a much smaller aperture is created to allow a
much shorter exposure time. With this scheme by changing
the relative delay between the shutters the exposure time can
be varied as well. We note that we have measured opening
and closing times for each shutter which remained constant
throughout the course of the measurements. Each of the shut-
ters made of a Pt-Ir alloy was absorptive enough for 30 keV
photons that during the course of the synchronization trans-
mitted beam through the shutters outside the exposure win-
dow was negligible. As a result a single exposure was suf-
ficient for collecting clean diffraction patterns. The incident
beam transient profile was convolved with measurements to
determine precisely the range of fields traversed during data
collection.

TbVO4 undergoes a tetragonal-to-orthorhombic struc-
tural phase transition due to cooperative JT distortions at TQ

∼ 33 K. These distortions are susceptible to magnetic fields,
which have been studied in pulsed fields at European Syn-
chrotron Radiation Facility (ESRF).13, 14 Note that JT split-
ting manifests itself in some powder lines and not in others.
We observed splitting of several Bragg peaks collected at a
temperature of ∼35 K which is above TQ consistent with pre-
vious work.13, 14 Figure 6 (right panel) shows the radially in-
tegrated (220)T Bragg peak (indexed in the tetragonal phase)
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FIG. 1. (Color online) Dual-cryostat scheme. The LN2 cryostat on the right contains the pulsed magnet. The closed-cycle cryostat on the left is for the sample.
They are coupled via a vacuum shroud with x-ray windows on either side. The cryostats are kept in the vertical orientation with scattering plane being horizontal.
The inset on the right shows how the LN2 ports are nested through the vacuum jacket using bellows.

Cryo Industries of USA) with large diameter cold-finger was
chosen to cool the sample, while for solenoid cooling we have
designed and built a LN2 bath cryostat. These two cryostats
are adjacent to each other with their vacuum shrouds cou-
pled via flanges making a common vacuum space. At the
core of the LN2 bath cryostat is a “double-funnel” (see Fig. 2)
which goes through the magnet bore32 and separates the vac-
uum space from the LN2 in the bath. It is made of stainless
steel thin enough (∼0.7 mm) to allow a complete magnetic
flux penetration during field pulses (see below). It has two

flared ends one of which was formed after insertion through
the magnet bore. Both ends were welded to the outside wall
of the cryogen vessel. The sample space inside the double-
funnel is connected to the cryostat vacuum space and it is
separated from the LN2 by the double-funnel wall. This fun-
nel preserves most of the optical access allowed by the magnet
bore as depicted in Fig. 2. The kapton insulation of the inner-
most layer of the coil is exposed for efficient direct-contact
cooling with LN2 filling the gap between the funnel and the
magnet bore. Note that the outer wall (LN2 side) of the funnel

FIG. 2. (Color online) Details of the double funnel insert. Note the small gap between the funnel wall and inside wall of the magnet bore which is sufficient to
keep them apart at LN2 temperature.
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System built for the APS!
Coil built at Tohoku U. by H. Nojiri!
40-kJ capacitor bank, charge in 25 s



ARCS spectrometer at SNS
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FIG. 5. (Color online) ARCS beam monitor data compared to absolute in-
tensity Monte Carlo calculations with and without the ARCS neutron guide.
Symbols are shown for every 50 data points. The data from the monitor below
∼1 ms are not reliable due to the high prompt pulse radiation.

be rapidly explored. The ARCS software effort has provided
a valuable tool for chopper spectrometer data reduction and
analysis and has given the community a model of software
development for new neutron scattering instrumentation.

III. INSTRUMENT PERFORMANCE

There are a number of ways to judge the performance
of an instrument. Comparing neutron data, both from beam
monitors as well as scattering from known samples, to
analytical and simulated results provides confirmation that
the components of the system are working properly and in
a predictable manner. It is also useful to assess scientific
measurements from the instrument for feedback on the over-
all instrument operations and suggestions for improvements
to enable new science. This section explores both types of
performance of ARCS.

A. Intensity and resolution measurements

With no choppers in place, the signal in the first beam
monitor allows the source and guide performance to be char-
acterized. Figure 5 shows counts per 10 µs time bins in the
upstream ARCS beam monitor (Lm1 = 11.83 m) during a
measurement of ∼800 s at an SNS beam power of 125 kW
operating at 30 Hz. The monitor was calibrated by the SNS
detector group and found to have an efficiency of (1.0 ± 0.1)
× 10−5 at a wavelength of 1.8 Å. This monitor uses a low
pressure of 3He gas, and thus has an efficiency proportional
to wavelength. The ARCS monitor does not provide reliable
data at times less than ∼1 ms after the proton pulse on target
due to the high level of prompt radiation. The peak at moder-

ate neutron energies is clearly seen in the data, corresponding
to the partially thermalized beam from the 25 mm depth poi-
soned, decoupled water moderator.

Also plotted in Fig. 5 are the absolute intensities ex-
pected from the calibrated beam monitor based on a Monte
Carlo (MC) simulation of ARCS using the MCViNE soft-
ware package.41 The source term was the 25 mm poison-depth
water SNS moderator component distributed with the Mc-
Stas MC program,43 which uses tabulated calculations of the
expected moderator output based on detailed simulations of
the SNS source.35 Calculations with and without the neutron
guide before the monitor position are shown. The guide gain
is a factor of two for 140 meV neutrons, and rises to a fac-
tor of ten for 12 meV based on the simulations. When scaled
by the appropriate integrated power of the measurement and
the energy-dependent monitor efficiency, the simulation and
moderator data sets agree within reasonable accuracy, demon-
strating that the instrument source and guide perform as
expected.

The performance of the ARCS Fermi choppers and
the instrumental resolution was tested by scattering from
vanadium and the sharp excitations from a small molecule.
Figure 6 shows the scattering of a 100 meV monochromatic
beam from a 6.4 mm diameter, 5 cm tall vanadium rod into
the middle detector row (L3 = 3.0 m) versus the neutron
time-of-flight (Fig. 6(b)), along with data from monitor 1
(Fig. 6(a)) and the downstream monitor 2 (Lm2 = 18.5 m,
Fig. 6(c)). These data are compared to the MC simulation of
the beam monitors and an ideal isotropic elastic scatterer. The
results have been scaled by factors of 1.8, 2.3, and 1.6 for
Figs. 6(a)–6(c), respectively, so that the peak of each exper-
imental data set matches the simulation. This scaling rep-
resents uncertainty in the transmission through material not
in the simulation, e.g., aluminum vacuum windows, the alu-
minum spacers between absorbing blades of the Fermi chop-
per and air gaps in the neutron flight path, as well as possi-
ble errors in the efficiency of the neutron detectors as simu-
lated. This aspect of the model continues to be investigated.
Given this scaling, the data demonstrate the good agreement
between the measured and simulated peak widths. A logarith-
mic plot of the monitor 2 intensity (Fig. 6(c) inset) shows that
the simulation and data agree in the fall off of the tails of the
source distribution as well.

It is useful to have a simple method to predict the instru-
mental resolution as an aid in planning experiments, and a
tool for comparing sample calculations to real data with little
additional computational overhead. By considering the con-
tributions to the timing uncertainty from the source, chopper
opening and path length differences to be statistically inde-
pendent and added in quadrature, an analytical function for
the resolution of a chopper spectrometer can be written as
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wide range of scattering angles with incident energies, Ei,
from 15 meV up to several eV with an elastic energy res-
olutions of the order of 3% to 5% of Ei (full width at half
maximum) in standard operating conditions.18 The instrument
has been optimized for the source characteristics and physical
constraints of the SNS.19

ARCS is a member of a suite of seven inelastic instru-
ments in operation or under construction at the SNS, each
spectrometer providing differently optimized conditions for
the resolution and range of both momentum transfer, Q,
and energy transfer, ¯ω.20 Of the currently operating instru-
ments, NSE (neutron spin echo),21 BASIS (backscattering
spectrometer),22 and CNCS (direct geometry spectrometer)23

all provide finer energy resolution than ARCS. SEQUOIA,
the other Fermi chopper spectrometer, provides for somewhat
finer resolution than ARCS with an emphasis on detector cov-
erage in the forward direction to measure magnetic scatter-
ing. SEQUOIA is also supporting users as it finishes its com-
missioning phase.24 Future spectrometers at the SNS include
HYSPEC,25 utilizing polarized beams, and a high throughput
chemical spectroscopy instrument, VISION. ARCS also com-
plements the existing triple-axis capabilities at the High Flux
Isotope Reactor (HFIR) at ORNL by covering large volumes
of Q and ¯ω space efficiently.26

The project to construct ARCS was initiated in 2001
when an Instrument Development Team (IDT) consisting of
researchers using inelastic neutron scattering was formed to
propose a new instrument to be built at the SNS, which was
still in early development itself. The US Department of En-
ergy (DOE) provided a grant to the California Institute of
Technology (Caltech) to fund the bulk of the purchases for the
spectrometer, along with support for the design effort through
Oak Ridge National Laboratory. Work on the hardware of
the spectrometer started in earnest in 2002, and first neutrons
were measured in 2007.

As an acknowledgement that software plays a key role
in the scientific productivity of new neutron scattering facili-
ties, funds were included in the Caltech grant to develop soft-
ware for data reduction and analysis. The software develop-
ment was carried out at Caltech with help from the SNS team,
and monitored and critiqued by the IDT. The ARCS reduction
software produced, known as DRCS or DrChops,27 was one
of the first packages that reduces event-mode neutron data,
where the traditional histogramming approach is replaced by
a system to record the pixel location and time of flight of
each detected neutron, directly to spectra of physical inter-
ests such as S(Q) and S(Q,E). The software was instrumental
in the commissioning of the ARCS instrument by providing
both scripting and graphical tools that quickly reduce and ana-
lyze data, and help in diagnosing the instrument performance.
With some updates, the original software is still in use today.

ARCS has been undergoing scientific commissioning and
user operations since 2008 and has been fortunate enough to
be scientifically productive almost immediately. The rise in
interest in iron-based superconductors corresponded well to
the ARCS scientific mission. The early experiments on ARCS
led to significant results measuring phonon density-of-states
(PDOS) (Ref. 28) and subsequent single crystal magnetism
studies29–31 of these materials. ARCS has also been used to

study the PDOS of thermoelectric materials32 and alloys,33

and has been characterized as a diffractometer in anticipa-
tion of use for dynamic pair distribution function studies.34

The ARCS instrument is in operations within the SNS user
program and the ARCS IDT continues its involvement by al-
locating 20% of the user beam time to exciting science and
development projects from among these core users.

In the remaining sections, a detailed description of the
design and operation of ARCS is given, with an emphasis
on novel features of the spectrometer. Initial measurements to
determine the performance of ARCS are described and com-
pared to analytical results and simulations. Examples of cur-
rent scientific results are discussed along with future develop-
ments for the instrument.

II. DESIGN AND OPERATION OF ARCS

Figure 1 is a rendering of ARCS with the major instru-
ment components labeled. A summary of key instrument pa-
rameters is given in Table I. Several optical components of
ARCS reside within the SNS target monolith. The neutron
source is a decoupled, ambient temperature water moderator
with a poison depth of 25 mm. This provides the best flux
of the SNS moderators in the thermal to epithermal range.35

The core vessel insert is a defining aperture to limit the view
of the subsequent beamline to the 10 cm × 12 cm (H × V)
moderator face. The 30-ton beamline primary shutter carries a
shutter insert with neutron guide. The shutter insert is aligned
by kinematic mounts when open, providing a reproducible lo-
cation for the 1.9 m long, m = 2.5 index supermirror guide.
Within the monolith and along the incident beamline, a com-
bination of poured heavy concrete, stacked steel, and formed
heavy and regular concrete blocks provide the necessary bio-
logical and instrument background shielding.

One of the technical challenges addressed by the ARCS
instrument is the design of a new T0 neutron chopper, nec-
essary to block the fast radiation from the source when the
proton beam hits the target, i.e., at zero time-of-flight. The

FIG. 1. (Color online) Overview rendering of ARCS with components la-
beled. Instrument components are described in the text and in Table I. The
instrument’s primary shutter is not illustrated and the first radial shielding
baffle is not illustrated for clarity of the figure.
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FIG. 3. (Color online) View from above of the neutron optics for ARCS just
before the sample chamber. Neutrons travel from the guide system at the top,
pass through one of two Fermi choppers mounted on a translation table, a
variable aperture, beam monitor, and removable and fixed neutron guides.
Guide 3 is a removable guide section. Guide 4 shares its vacuum with the
sample chamber.

minimizes the downtime associated with adapting the chop-
pers to the experimental requirements. The translation allows
the two choppers to be swapped remotely within minutes, so
that a broad range of excitations may be measured with op-
timized chopper settings for a given sample. This may be in-
cluded in a script for automated data collection. There is a
third position of this translation stage corresponding to hav-
ing no Fermi chopper in the beam. The broad bands of wave-
length that pass the vertical-axis T0 chopper may be used, for
example, to find the relative sensitivities of the detectors. By
dephasing the T0 chopper with respect to the neutron pulse,
the full wavelength band of the source, a “white” beam, passes
to the sample. Efficient powder diffraction data may be taken

FIG. 4. View from the low angles toward the sample and high angle de-
tectors. The neutron guide enters the sample chamber at the left, transport-
ing neutrons to the sample position. A large semi-circular gate valve (shown
in the open position) can be raised to isolate the sample volume for rapid
changes of sample environment. The vertical gap in detector coverage shows
the location of one of the scattered beam radial baffle positions which has
subsequently been installed.

in this mode of sufficient quality to characterize sample order-
ing, for example.34

To take advantage of the flexibility of the ARCS chop-
per system, the ISAW software package37 has been adapted
to accept ARCS data and calculate Laue diffraction patterns
for single crystal samples. Less than 1 min of data can provide
a quick check of sample quality or phase and, depending on
the sample, hundreds of peaks for single crystal lattice deter-
mination and orientation may be measured. The determined
orientation may be saved as an orientation matrix or output
in a format used by the single crystal inelastic scattering vi-
sualization software Mslice.38 The use of existing diffraction
software has improved the characterization of alignment of
single crystals on ARCS considerably. One future develop-
ment needed is to make the automatic refinement more toler-
ant of the larger mosaic samples and multicrystal arrays that
are often used for inelastic scattering experiments.

After the Fermi chopper position there are several ad-
ditional optical components in the ARCS main beampath.
Figure 3 illustrates the locations of a motorized aperture with
four independent blades, a beam monitor consisting of a low-
pressure proportional 3He gas detector, and two neutron guide
sections. Two thin neutron absorbers on motorized actuators
are also mounted here. Within the sample chamber, a second
set of motorized blades may be mounted after neutron guide
sections 4 or 5 to control the beam size immediately upstream
of the sample position. After the beam has passed the sam-
ple, it exits the scattering chamber through a boron carbide
lined beampath designed to reduce background from scatter-
ing of the beam after the sample and traverses a second low-
efficiency beam monitor before being absorbed in the massive
steel and heavy concrete beamstop.

Much of the novel design effort incorporated into ARCS
is evident in the secondary spectrometer. To minimize back-
ground, it is necessary to eliminate as many windows as pos-
sible from the sample area to the neutron detectors. Doing
this while maintaining fast experiment turn-around times and
reliable detector operations was the technical challenge ad-
dressed. A primary example is the interface between the sam-
ple and detector vacuum spaces, shown in Figs. 1 and 4.
A large, curved, vertically translating gate valve provides a
means to isolate the two vacuum chambers for rapid chang-
ing of samples and sample environments without disturbing
the much larger vacuum space of the detector vessel. In the
down position, the gate valve provides a window-free final
flight path from the sample to the detectors. After venting the
sample chamber, a combination of a large mechanical pump
with a Roots blower and a cryopump restores the vacuum to
the 10−6 mbar range in under 15 minutes. At that time the
gate valve may be opened without disturbing the vacuum of
the detector chamber and neutron measurements may resume.

A cylindrical array of 115 modules or packs of eight 1-m
long 3He linear position sensitive detectors is installed within
the detector vacuum chamber.39 Figure 4 shows the view from
the low angle area within the scattering chamber toward the
neutron guide, sample position, and high angle detectors. To
reduce background and increase safety by avoiding large,
thin windows and to optimize space utilization, the detectors
together with their digitizing electronics operate inside the
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Magnetic transition in U(Ru0.96Rh0.04)2Si2

doing the neutron diffraction experiments. The magnetiza-
tion in phase II equals approximately one third of the
saturated value above 50 T, once a linear contribution of
Pauli or Van Vleck paramagnetism has been subtracted
from the magnetization. Neutron diffraction experiments
were performed using the thermal neutron three-axis spec-
trometer IN22 located at the Institut Laue-Langevin,
Grenoble. Incident neutrons of wavelength ! ¼ 1:53 !A
were selected using a pyrolytic graphite (PG) monochro-
mator. After the monochromator, a PG filter was placed for
reducing the higher-order contamination of neutrons. The
scattered neutrons were detected in the two-axis mode
without an analyzer. The high-field experiments were
done in two scattering geometries. In the first setting, the
sample was set to a small magnet coil, and it was mounted
in the 4He cryostat with the c and a axes in the horizontal
scattering plane for measuring at (h0l) positions. Since
scattering angles were limited to less than about 30" inside
the magnet, the sample was aligned by measuring the
(2, 0, 0) nuclear Bragg peak using !=2 neutrons without
the PG filter. At this (1, 0, 0) position, the wave vector
resolution was 0.046 r.l.u. at full width at half maximum
along the a axis and the mosaic spread of the sample was
0.5". The absence of the AFM reflection at Q0 in zero
magnetic field [20] was also confirmed by measuring rock-
ing curves with and without the PG filter. In the second
setting, the sample was rotated by 45" with respect to the
cylindrical axis and was mounted with the c and [110] axes
in the horizontal scattering plane for measuring at the
(hh0) positions. In both settings, the pulsed magnetic fields
were applied parallel to the cylindrical axis of the crystal,
which was tilted by less than "# 5" from the c axis. The
slight tilting of the magnetic field from the c axis does not
affect the critical fieldHC because the critical fields show a
1= cos" dependence [13]. The pulsed measurements were

done more than 100–150 times at about 10-minute inter-
vals, keeping the rotation angle of the sample and the
scattering angle fixed for each reflection. Since the magnet
partially shades the neutron flight path, in order to compare
the intensity at different reflections, the volume fractions of
the sample exposed to neutrons were estimated assuming a
simple circular cylindrical shape of the sample and
neglecting the beam divergence of neutrons. Details of
the experimental setup of high-field neutron diffraction
measurements are described in Ref. [22].
UðRu1%xRhxÞ2Si2 has a strong uniaxial magnetic anisot-

ropy with its easy axis along the c axis, which is a local
singleU-site property [23], and its phase II is characterized
by a ‘‘one-third’’ magnetization. Based on these two ex-
perimental facts, the magnetic structure of phase II is
expected to be a ferrimagnetic structure tripling the unit
cell, with the magnetic moments parallel to the c axis.
However, many ferrimagnetic arrangements with different
q vectors could explain the one-third state. Thus, focusing
our attention on q vectors along the high symmetry direc-
tions [0,0,1], [1,0,0], and [1,1,0], we searched for magnetic
reflections related to the phase II. In fact, such magnetic
structures have already been reported in several 1-2-2
compounds: a magnetic structure modulated along the c
axis with q ¼ ð0; 0; 2=3Þ in UNi2Si2 [24] and UPd2Si2
[25–27] and a magnetic structure modulated along the
[1,1,0] direction with q ¼ ð1=3; 1=3; 0Þ in the La-doped
CeRu2Si2 [28,29]. On the other hand, an a-axis modulated
structure with the magnetic moments parallel to the c axis
has been reported only in cases of incommensurate struc-
ture, for example, in ðCe;LaÞRu2Si2 [28,29] and RRu2Si2
(R ¼ Tb and Dy) [30].
At the wave vectors (1, 0, 1=3) corresponding to q ¼

ð0; 0; 2=3Þ and (1=3, 1=3, 0), no magnetic peak was
observed in phase II within the detection limit. In addition,
no peak was detected below 30 T at Q0 ¼ ð1; 0; 0Þ, at
which AFM order is induced under pressure in URu2Si2
[5]. This suggests that effects of magnetic field on HO are
different from those of pressure. On the other hand, we
have found a clear magnetic reflection at (2=3, 0, 0) above
#0HC ¼ 26 T. Figure 2(a) shows the time dependence of
magnetic field and neutron counts at (2=3, 0, 0) at 1.7 K,
where neutron counts are normalized by the time binning
and the number of pulses. The times of 3.8 and 5.5 msec in
Fig. 2 correspond to the critical field HC. The neutron
counts clearly increase aboveHC, indicating that the signal
comes from the magnetic order parameter of the phase II
characterized by the wave vector q ¼ ð2=3; 0; 0Þ. To con-
firm this, we have measured at the wave vector (4=3, 0, 0),
which is equivalent to q¼ð2=3;0;0Þ. The neutron counts
at (4=3, 0, 0) also increase above HC, as shown in
Fig. 2(b), and their intensity above HC is weaker than
that at (2=3, 0, 0), indicating that these peaks are of
magnetic origin. This gives direct evidence that the mag-
netic structure of phase II is modulated along the a axis,

FIG. 1 (color online). Magnetization of UðRu0:96Rh0:04Þ2Si2
at 1.5 K (blue line). The magnetic field is parallel to the
tetragonal c axis. The magnetization of pure URu2Si2 is also
shown (red line).
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with a period of three unit cells. Figure 3 shows the mag-
netic field dependence of the intensity at the (2=3, 0, 0) and
(4=3, 0, 0) magnetic Bragg peaks and at the (1,1,0) nuclear
Bragg peak. The data correspond to an average of the
neutron intensity measured with increasing and decreasing
fields. The intensity at (2=3, 0, 0) and (4=3, 0, 0) increases
around HC. This rapid increase of intensity is consistent
with the first-order nature of the field-induced phase tran-
sition. However, the slope above HC is somewhat gradual
compared to the sharp jump of the bulk magnetization.
This may be due to an unavoidable magnetic field gradient
inside the small magnet. At (1,1,0), which has a small
nuclear structure factor sensitive to ferromagnetic signals,
the intensity slightly enhances around HC. The result is
reasonable if the magnetic structure has a squared up form;
indeed, the third harmonics of q ¼ ð2=3; 0; 0Þ coincides
with a period of the lattice.

From the experimental results, the most likely magnetic
structure is a collinear structure with a squared up form,
i.e., the so-called up-up-down ferrimagnetic structure. In
this case, there should be two domains, that is, q ¼
ð2=3; 0; 0Þ and q ¼ ð0; 2=3; 0Þ. Taking into account the
domains, the magnitude of the magnetic moment ! is
estimated to be 0:6$ 0:1 !B=U by the ratio of peak
intensity between (2=3, 0, 0) and (1,1,0), where the U4þ

magnetic form factor with the dipole approximation is used
[31,32]. One-third of this magnetic moment ! agrees with
the jump of the bulk magnetization 0.25 !B=U. Moreover,
using ! ¼ 0:6 !B=U, the intensity at (1,1,0) is calculated

to be about 150 counts=sec , which also agrees with the
data, where both domains contribute to the ferromagnetic
component. As other possible magnetic structures, we
might have to consider a collinear structure with a sine
wave form and a noncollinear structure with magnetic
moments canted from the c axis. However, the former
can be excluded because this sine modulated structure is
inconsistent with the observed enhancement of the (1,1,0)
nuclear peak intensity as well as the one-third magnetiza-
tion. The latter is also unlikely because of the strong Ising
anisotropy in this system, although the possibility of such
double q magnetic structure cannot be excluded only by
the present data. Therefore, we conclude that the magnetic
structure of phase II of UðRu0:96Rh0:04Þ2Si2 is the ferrimag-
netic structure with q ¼ ð2=3; 0; 0Þ and the magnetic
moments aligned along the c axis, as schematically shown
in Fig. 4. To our knowledge, this magnetic structure is
reported for the first time in a rare-earth or actinide-based
1-2-2 compound.
The determined commensurate wave vector q ¼

ð2=3; 0; 0Þ is very close to the incommensurate wave vector
Q1 ¼ ð0:6; 0; 0Þ. In the pure system URu2Si2, quasielastic
magnetic fluctuations at Q1 with the itinerant character of
the 5f electrons in the paramagnetic phase drastically
change into well-defined resonant excitations at 4 meV
in the HO phase [2–4]. Inelastic neutron scattering experi-
ments under magnetic fields up to 17 T reported that the
energy gap of low-energy excitation at Q1 slightly
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decreases, while the gap at Q0 increases with increasing
fields in the HO phase [33]. Interestingly, the extrapolated
values of the two energy gaps cross at a field close to the
critical field 35 T. If the incommensurate fluctuations atQ1

become the strongest of the whole Brillouin zone around
the critical magnetic field, they may be changed by strong
magnetic fields into static long-range magnetic order with
the commensurate wave vector locked into the nearest
rational value with respect to a period of the lattice, that
is, q ¼ ð2=3; 0; 0Þ. Since it is common in many magnetic
materials that incommensurate magnetic fluctuations are
locked into a lattice through magnetoelastic coupling,
there might be no doubt that the a-axis modulated
structure is related to the incommensurate magnetic fluc-
tuations atQ1. Further experiments would be needed to test
if, in Rh-doped as well as in the pure URu2Si2 compounds,
the development of magnetic order at q ¼ ð2=3; 0; 0Þ could
be a consequence of a field-induced transfer of weight from
the magnetic fluctuations at Q1. However, it is not yet
possible to perform INS experiments above 17 T [33],
which limits the possibilities to test this hypothesis. A
similar situation is reported in another heavy-fermion sys-
tem: the La-doped CeRu2Si2 [28,29]. In this system, static
AFM order with the commensurate wave vector q ¼
ð1=3; 1=3; 0Þ, which is close to one of the three incommen-
surate wave vectors of magnetic fluctuations in pure
CeRu2Si2 [34,35], is induced under magnetic fields.
Indeed, it is interesting that two different phases with large
magnetic moments induced by pressure and magnetic field
near the HO phase are closely associated with the under-
lying commensurate and incommensurate magnetic fluc-
tuations, respectively, in pure URu2Si2. Furthermore, the
different magnetic structures induced by pressure and
magnetic field are consistent with the contrastive FS: the
unchanged FS under pressure [7] and the substantially
changed FS under strong magnetic fields [15,16]. At least,
the present result clearly indicates that the translational
symmetry of the HO is not identical to that of phase II.

It should be noted that the magnetic structure of phase II
is the same structure as that previously proposed from
magnetization measurements [13]. In Ref. [13], following
the arguments based on a localized picture of the 5f
electrons, the three-step metamagnetic transitions in
URu2Si2 were explained as the energy level crossing
among different states described by a simple effective
spin Hamiltonian, where exchange constants between U
ions within third neighbors were assumed to be all anti-
ferromagnetic. In fact, the AFM interactions are qualita-
tively consistent with those at short distances derived from
analyzing the INS spectra in the HO phase [2]. The inter-
site AFM interactions within third neighbors could
describe the magnetic structures of the field-induced
phases in URu2Si2 effectively. This possibility is expected
to be examined by future high-field experiments.
In summary, for the first time we directly observed the

magnetic order parameter of the field-induced phase II of
UðRu0:96Rh0:04Þ2Si2 by neutron diffraction under pulsed
high magnetic fields up to 30 T. The magnetic structure
of phase II is the ferrimagnetic structure with q ¼
ð2=3; 0; 0Þ, indicating the close relation between phase II
and the characteristic incommensurate magnetic fluctua-
tions at Q1 ¼ ð0:6; 0; 0Þ. The determined translational
symmetry of phase II is key information on its feedback
on the electronic structure. The FS in phase II must be
governed by a new Brillouin zone quite distinct from that
related to a lattice doubling in the pressure-induced AFM
phase characterized by Q0 ¼ ð1; 0; 0Þ and the unidentified
spatial periodicity in the HO. Possible theories of HO
should be checked for the stability between the HO phase
and this well-identified field-induced AFM phase, taking
into account all the physical ingredients of URu2Si2, nota-
bly its FS evolution.
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Experiment performed on IN22 at ILL.!
Triple-axis spectrometer operated in 2-axis mode.



Magnetic diffraction from MnWO4 to 30 T

scattering geometry is used. Thus, the scattering vector,Q,
is nearly perpendicular to the magnetic field. The magnet is
immersed in liquidN2 and contained in an insert within the
He cryostat. This allows for fast cooling of the magnet after
each field pulse. The details of the insert are given else-
where [6,9]. The energy of the capacitor bank is 6.3 kJ with
5.6 mF capacitance. A typical pulse width is 5 msec, which
is 30% of the neutron pulse time-frame (17 msec), thus
several Bragg peaks, corresponding to different TOFs, can
be observed during a single field pulse. The field-pulse
time delay is set by a timing controller with 0:25 ! sec
precision. A maximum magnetic field of 30 T is generated
every 5 min.

The experiment utilized event-based data collection,
wherein all the neutron pulse frames, both in-field and
zero-field, are collected and stored frame by frame. The
frames are sorted into field-on and field-off groups. Each
group is then summed to produce a field-on and a field-off
TOF histogram of the neutron counts per detector pixel.
Cross-correlation of the magnetic field-pulse timing with
each TOF bin of the histogram gives the magnetic field for
each TOF bin. Furthermore, the field for a given TOF bin
can be varied by shifting the delay of the field pulses
relative to the timing of the neutron pulses.

We studied the multiferroic material MnWO4 which
crystalizes into a monoclinic space group P2=c with

lattice parameters a ¼ 4:8226ð3Þ !A, b ¼ 5:7533ð6Þ !A,
c ¼ 4:9923ð5Þ !A and " ¼ 91:075ð7Þ$ [10]. MnWO4 is a
typical multiferroic system [11], showing a coexistence of
magnetic and ferroelectric (FE) orderings. Such phe-
nomena have been theoretically discussed, for example,

in terms of the spin current model [12], wherein the break-
ing of inversion symmetry in a noncollinear magnetic
structure results in a ferroelectric polarization (P). Hence,
the determination of the magnetic structure is crucial
to understanding multiferroics. As shown in Fig. 2(b),
MnWO4 consists of zig-zag chains of Mn2þ (S ¼ 5=2)
ions along the c-axis. Frustration results from competition
between nearest- and next-nearest-neighbor exchange in-
teractions along the chains. Figure 2(a) summarizes the
magnetic phase diagram with a magnetic field applied
along the magnetic easy axis, as determined by P mea-
surements [13]. In zero magnetic field, the AF1, AF2, and
AF3 phases are known to be a commensurate (C) collinear
phase with QC ¼ ð& 1

4 ;
1
2 ;

1
2Þ, an incommensurate (IC)

cycloidal phase with QIC ¼ ð'0:214; 12 ; 0:457Þ, and an IC
collinear phase with the identical QIC as AF2, respectively
[10]. The spin arrangements of the AF1 and AF2 phases
are depicted in Fig. 2(b). Only the noncollinear AF2 phase
exhibits a FE polarization.
In high magnetic fields, there are at least two ordered

phases with unknown structures, HF and IV. Furthermore,
a distinct memory effect is observed in-field-dependent
measurements that follow the path AF1! AF2! HF! IV
through the phase diagram [13,14]. Namely, the AF2 and
IV phases always show opposite polarizations relative to
each other, irrespective of the direction of the initial po-
larization. This occurs even when the magnetic field scan
path traverses the nonpolar (P ¼ 0) HF phase. Small IC
phase domains in the nonpolar phase have been proposed
as a cause of the memory effect [14]. Such domains could
seed the polarization in the reentrant transition. To clarify
the mechanism of the multiferroic behavior and the distinct
memory effect in MnWO4, the magnetic structures in the
high field phases need to be understood. For the HF phase,
a commensurate spin flop structure has been proposed by
conventional neutron diffraction at 14.5 T [15]. However,
only commensurate Bragg reflections were studied.

FIG. 2 (color online). (a) The magnetic phase diagram of
MnWO4 for B parallel to magnetic easy axis [13]. Ferroelectric
phases are shaded in green. The present experiment has been
performed along the arrows A and B. (b) A schematic diagram of
the magnetic structures in the AF1 and AF2 phases. In AF1, the
magnetic easy axis lies in the ac plane and is tilted by 35$ from
the a axis.

FIG. 1 (color online). (a) Reciprocal space map showing
Bragg diffraction in the Laue method. The shaded area can be
simultaneously captured, and circular arcs correspond to con-
stant field line in a pulsed field. (b) An example of the delay time
control for half-sinusoidal field pulses. The start time of field-
pulse I (solid line) is set so that the maximum field coincides
with the TOF (i) in (a). In the case II (dashed line), two
reflections at (ii) and (iii) can be observed in a single field-pulse
time-frame. (c) Schematic cut-away view of the magnet coil and
the experimental arrangement. (d) The configuration of magnetic
field B, and scattering vectors QC and QIC.
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Magnetic diffraction from MnWO4 to 30 T

scattering geometry is used. Thus, the scattering vector,Q,
is nearly perpendicular to the magnetic field. The magnet is
immersed in liquidN2 and contained in an insert within the
He cryostat. This allows for fast cooling of the magnet after
each field pulse. The details of the insert are given else-
where [6,9]. The energy of the capacitor bank is 6.3 kJ with
5.6 mF capacitance. A typical pulse width is 5 msec, which
is 30% of the neutron pulse time-frame (17 msec), thus
several Bragg peaks, corresponding to different TOFs, can
be observed during a single field pulse. The field-pulse
time delay is set by a timing controller with 0:25 ! sec
precision. A maximum magnetic field of 30 T is generated
every 5 min.

The experiment utilized event-based data collection,
wherein all the neutron pulse frames, both in-field and
zero-field, are collected and stored frame by frame. The
frames are sorted into field-on and field-off groups. Each
group is then summed to produce a field-on and a field-off
TOF histogram of the neutron counts per detector pixel.
Cross-correlation of the magnetic field-pulse timing with
each TOF bin of the histogram gives the magnetic field for
each TOF bin. Furthermore, the field for a given TOF bin
can be varied by shifting the delay of the field pulses
relative to the timing of the neutron pulses.

We studied the multiferroic material MnWO4 which
crystalizes into a monoclinic space group P2=c with

lattice parameters a ¼ 4:8226ð3Þ !A, b ¼ 5:7533ð6Þ !A,
c ¼ 4:9923ð5Þ !A and " ¼ 91:075ð7Þ$ [10]. MnWO4 is a
typical multiferroic system [11], showing a coexistence of
magnetic and ferroelectric (FE) orderings. Such phe-
nomena have been theoretically discussed, for example,

in terms of the spin current model [12], wherein the break-
ing of inversion symmetry in a noncollinear magnetic
structure results in a ferroelectric polarization (P). Hence,
the determination of the magnetic structure is crucial
to understanding multiferroics. As shown in Fig. 2(b),
MnWO4 consists of zig-zag chains of Mn2þ (S ¼ 5=2)
ions along the c-axis. Frustration results from competition
between nearest- and next-nearest-neighbor exchange in-
teractions along the chains. Figure 2(a) summarizes the
magnetic phase diagram with a magnetic field applied
along the magnetic easy axis, as determined by P mea-
surements [13]. In zero magnetic field, the AF1, AF2, and
AF3 phases are known to be a commensurate (C) collinear
phase with QC ¼ ð& 1

4 ;
1
2 ;

1
2Þ, an incommensurate (IC)

cycloidal phase with QIC ¼ ð'0:214; 12 ; 0:457Þ, and an IC
collinear phase with the identical QIC as AF2, respectively
[10]. The spin arrangements of the AF1 and AF2 phases
are depicted in Fig. 2(b). Only the noncollinear AF2 phase
exhibits a FE polarization.
In high magnetic fields, there are at least two ordered

phases with unknown structures, HF and IV. Furthermore,
a distinct memory effect is observed in-field-dependent
measurements that follow the path AF1! AF2! HF! IV
through the phase diagram [13,14]. Namely, the AF2 and
IV phases always show opposite polarizations relative to
each other, irrespective of the direction of the initial po-
larization. This occurs even when the magnetic field scan
path traverses the nonpolar (P ¼ 0) HF phase. Small IC
phase domains in the nonpolar phase have been proposed
as a cause of the memory effect [14]. Such domains could
seed the polarization in the reentrant transition. To clarify
the mechanism of the multiferroic behavior and the distinct
memory effect in MnWO4, the magnetic structures in the
high field phases need to be understood. For the HF phase,
a commensurate spin flop structure has been proposed by
conventional neutron diffraction at 14.5 T [15]. However,
only commensurate Bragg reflections were studied.

FIG. 2 (color online). (a) The magnetic phase diagram of
MnWO4 for B parallel to magnetic easy axis [13]. Ferroelectric
phases are shaded in green. The present experiment has been
performed along the arrows A and B. (b) A schematic diagram of
the magnetic structures in the AF1 and AF2 phases. In AF1, the
magnetic easy axis lies in the ac plane and is tilted by 35$ from
the a axis.

FIG. 1 (color online). (a) Reciprocal space map showing
Bragg diffraction in the Laue method. The shaded area can be
simultaneously captured, and circular arcs correspond to con-
stant field line in a pulsed field. (b) An example of the delay time
control for half-sinusoidal field pulses. The start time of field-
pulse I (solid line) is set so that the maximum field coincides
with the TOF (i) in (a). In the case II (dashed line), two
reflections at (ii) and (iii) can be observed in a single field-pulse
time-frame. (c) Schematic cut-away view of the magnet coil and
the experimental arrangement. (d) The configuration of magnetic
field B, and scattering vectors QC and QIC.
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In order to access both the QC and QIC reflections while
simultaneously applying a magnetic field aligned close to
the easy axis, we employed a scattering geometry as shown
in Fig. 1(d). The magnetic field was applied along [2,0,1],
which deviates by 7! from the magnetic easy axis [10,11].
The phase diagram is known to be insensitive to small
deviations in the field alignment [16]. Figure 3(a) shows
the time integrated Laue images at B ¼ 0 T, where the
horizontal and the vertical axes are along the (# h,2h,2h)
and (2k,0,k) directions, respectively. At T ¼ 2 K in
the AF1 phase, Bragg scattering appears at h ¼ 1

4 and
k ¼ 0 position corresponding to QC ¼ ð# 1

4 ;
1
2 ;

1
2Þ, while,

at 9 K in the AF2 phase, scattering is observed at the
h ¼ 0:23 and k ¼ 0:0035 position corresponding toQIC ¼
ð#0:214; 12 ; 0:457Þ. The C and IC peaks are easily distin-
guished as their d spacings differ by 0.45 Å. This results in
a TOF difference of 2.3 msec, and thus the QC (AF1) and
QIC (AF2) reflections appears at 9.1 and at 11.4 msec,
respectively. By adjusting the delay of the Bmax ¼ 25 T
magnetic field pulse, the C and IC Bragg reflections are
detected within one neutron frame but at different TOF
values at 2 K. In Fig. 3(b) a TOF spectrum, integrated over
the appropriate detector pixels, is plotted together with the
waveform of the pulsed magnetic field, which initiates
7.6 msec after the neutron pulse is generated. The TOF
spectrum is obtained by accumulating 100–150 magnetic
field pulses. Two TOF ranges that correspond to times
where the magnetic field puts the sample in the AF2 phase
are shaded in green. The latter range covers the TOF of the

IC Bragg reflection, and corresponds to a magnetic field
&4 T. Near the peak field, the C reflection is observed,
which indicates that the magnetic structure of the HF phase
is commensurate with the wave vector of QC ¼ ð# 1

4 ;
1
2 ;

1
2Þ.

We observe that the C peak is much broader than the IC
peak, and that it displays a small splitting. The origin of the
splitting will be discussed later.
The magnetic field dependence of the intensities of theC

and IC Bragg reflections at 2 K are obtained by using
magnet delay times that maximize the fields at the C and
IC peaks independently. Within our wide angular observa-
tion range, only the C and IC reflections appear at 2 K up to
30 T. Figure 3(c) summarizes the field variation of the
integrated intensity for the two peaks. It clearly shows
that the C reflection disappears in the AF2 phase and
reappears in the HF phase. Our results further clarify that
the IC reflection exists only in the AF2 phase, and a
residual IC component does not appear in HF phase.
These measurements place an upper limit of <0:1% on
the possible IC domain volume at 22 T. Hence, in practical
terms, our results negate the hypothesis that a small rem-
nant of IC domain in the HF phase causes memory effect.
The intensity of the C reflection at 30 T is reduced by

30% from the zero-field value. This change could be due to
a decrease of the antiferromagnetic structure factor, or to a
change of the orientational factor in the cross section. In
the collinear structure at 0 T, the reduction of the orienta-
tional factor is small because theQ is nearly perpendicular
to the magnetic moments. After a spin flop transition, the
moment is expected to be perpendicular to the easy axis
and the magnetic moments can have both parallel and
perpendicular components relative to theQ. The branching
ratio into two components depends on the anisotropy in the
plane normal to the easy axis. It is easily derived that the
magnetic structure factor becomes zero for the parallel
component. On the other hand, an intensity reduction of
25% is expected by structure factor calculation for perpen-
dicular components considering that the uniform magneti-
zation at 30 T is about 1=2 of the saturation magnetization.
These considerations suggest that the magnetic moments
lie in the plane nearly orthogonal to the Q in the HF phase.
We next discuss the magnetic field dependence of the

small splitting observed in the C reflection within the HF
and AF1 phases. Figure 4(a) shows a detailed view of the
time-integrated Laue images of the C reflection in the AF1
and HF phases. At 0 T, the intensity is distributed evenly
along the vertical (2k,0,k) direction. In the HF phase, the
intensity shifts to more negative k values and the distribu-
tion is much suppressed. At 0 T and in area A (which is the
signal in one PSD), the peak consists of two components
with a difference in d spacing of 1.4%. In area B (the signal
in the adjacent PSD), the lower d-spacing component is
dominant. The ratio of the two components changes in the
HF phase, showing an enhancement of the lower d-spacing
component. We also note that the change is reproducible
among different magnetic field sweeps.

FIG. 3 (color online). (a) Color contour map of Laue diffrac-
tion spanned by [# 1,2,2] and [2,0,1] axes in reciprocal space
and taken at B ¼ 0 T. The C and IC peaks are observed at 2 K
and 9 K, respectively. (b) The pixel-integrated TOF spectrum at
2 K with Bmax ¼ 25 T. Scattering from the C and IC positions
are in red and blue, respectively. Inset: time integrated Laue
diffraction shows the simultaneous measurement of the C and IC
reflections. (c) The magnetic field dependence of integrated C
and IC Bragg intensities at 2 K.
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Proposal

• Neutron diffraction beam line!

• 50 T pulsed magnet with decent rep rate!

• Neutron pulse intensity sufficient to measure a diffraction peak 
within 12 hours (at 50 T)


